Correlation & Linear Regression Line of best fity = -4.14x + 5.62

Perhaps the most important analytical tool in the physical sciences is the ability to Am =0.0783, Ac=0.56, r =-0.983
guantify the validity of a model relating a set of measurable parameters. The idea is as follows: 50 T w w w T T Define the following quantities:
(1) Rearrange the model in such a way that it becomes a linear equation of the form y =mx + ¢ A

£ Line of best fit of the form:

(2) Plot experimental (X,y) data on a graph and determine the line of best fit through the data. - N - S
— X=<> X, =1 -
(3) Determine gradient m and vertical intercept ¢ from the line of best fit. y=(-4.14+0.08)x+(5.62+0.56) N ; v Y ; Y
(4) Determine the standard deviation of both gradient m and intercept C, and a quantitative measure ith product moment _ N _ N
of how good the fit is (this is called the product moment correlation coefficient). ok - \(I:Vcl)rrerl)act)iolriccon;ﬂ:::]ier;t' | X2 = ﬁzxiz, y2 = ﬁz yiz
N+ : i=1 i=1
. . - i . . . r=-0.983 N
To determine the line of best fit*, let us sum the squared deviations of (X,y) from the line of best fit. o L =
> "% Xy = WZ XY
ZN: (Xi ’ yi ) i=1
S= —-mx; — c The black line uses the ) 2o
i= y=mx+¢C -50 mean m and c values. 1 V=X =X VIl=y -y

The dotted green and blue
lines indicate the range of
possible lines given the
deviations in m and ¢

cov[x, y] = Xy — Xy

Using the (negatively correlated) data on the right, we can plot a surface of S vs m and ¢ values
We can see this has a minimum at a particular (m,c) coordinate. (Note for clarity the plots below
are of —logsS, so the (m,c) coordinate corresponds to the peak, i.e. maximum, instead).

i.e. variance and covariance
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The minimum of S can be found by differentiating S with respect to m and ¢, and setting
these expressions equal to zero. Since S is a function of two variables we must use partial derivatives. cov[x, V]
y N If we repeat the analysis for the line: Xx=My+d = M = W
S = Z(Yi —mx, — C)Z S = Z( y, —mx, — 0)2 If this was the same line but rearranged: y
= i=1 ) M=% -mM=1 \y:mx+c
oS 3
—=2>"(y,—mx,—c)(-x) ——22 -mx, —c)(-1)
om = = Hence define a product moment correlation coefficient:
oS 4 . 0S 2
o= 0= ;Xi (y,—mx -c)=0 e 0= iZ:I:(yi —mx,—c)=0 r— cov[x,y] This will be +1 for a perfect positive correlation
N N N N N «N [XM[yl| and -1 fora perfect negative correlation (i.e. S = 0 in both cases).
LYKy —mY P —cd % =0 LYY =mY % —cN =0
n N : i=1 i=1

*We will use the vertical deviations. You can alternatively use horizontal deviations or
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indeed perpendicular deviations from the line of best fit. -
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It is possible to show* that the standard deviations (i.e. ‘errors’) in m and ¢ are:

A B C D E F G H 1 ] K L M N o P Q R S T u \ w X Y
Am — S l I ______________ 1 1 |LINE OF BEST FIT CALCULATORy = mx + ¢
- o . 2 |Dr Andy Fi h. March 2019 420
JN m | This is very useful in the | R ]
| physical sciences, as the | 4 |paste as values xy data here
| errors in m and ¢ will often be | 5 X ~ |y v [xA2 [~ |yh2 < xy - |xfit |~ |yfit |~ |(y-fitl - [ylowe ~ |yupp ~ |xhar ‘vhar ‘xﬁz harlv"Z bar‘xvhar ‘ |Vx ‘Vv ‘Cov[x.v]‘s ‘
AC = I S | 6 04647 |2.6687 [0.216 [7.122 [1.240 0.465 [0.213 [6.029 [0.030 |0.397 |4.961 |6.052 [36.855 [61.327 [45.922 | [12.242 [24.609 |15.897 [2.016 |
| the uncertainties in model I 7 0.8766 |2.3997 [0.769 [5.758 [2.104 |0.877 [0.748 [2.727 |o.553 [0.944
| parameters (e.g. the strength | 5 -0.698 [4.1501 [0.487 [17.299 [-2.903 |-0.698 |-1.206 [29.762 |-1.447 |-1.145 [r T2 | [m e | [dm — Tde |
of gravity...) 5 -0.401 |1.6333 [0.161 [2.668 |-0.655 |-0.401 |-0.911 |6.475 |-1.071 |-0.752 l0.914 Jo.836 | [1.299 |-0.390 | l0.028 Joa71 |
s — I g y _! 10 4.1428 |7.4095 |17.163 [54.901 |30.697 |4.143 |4.990 |5.856 [4.702 |5.277
______________ 1 11 -4.397 |-5.303 |19.337 (28.120 |23.318 |-4.397 |-6.100 |0.636 [-6.147 |-6.053 25,
| 12 4.6021 |3.0838 [21.179 [9.510 14.192 [4.602 |5.586 |6.261 [5.286 |5.886
! 13 0.8422 |0.2935 |0.709 |0.086 |0.247 0.842 |0.704 |0.168 ]0.509 |0.898
S is the unbiased estimator of the standard deviation in the y values from ¢ 21911 11794 14.801 |1.391 12584 12191 |2455 11.627 |2.203 |2.687 -
) ] ) . 15/-3.114 |-4.958 [9.694 [24.578 |15.436 |-3.114 |-4.433 |0.275 |-4.516 |-4.350 - 179850390
the line of best fit. The N-2 factor is due to two parameters (m and C) belng 16 -0.941 |-0.048 |0.886 |0.002 |0.045 -0.041 |-1.613 |2.449 |-1.757 |-1.468 R2=g_;353 |
used in the calculation, which are of course derived from the sample data |17 0294 |-1.475 |0.086 |2.175 |0.433 |.0.294 |-0.771 |0.495 |0.934 |:0.609 + o4 -
12 1.1318 |-0.398 |1.281 |0.158 |-0.451 1.132 |1.080 |2.184 [0.877 |1.282 e +, T+
themselves as Shown above' | 19 -3.03 -4.546 [9.182 20.664 [13.774 [-3.030 |-4.325 |0.049 |-4.410 [-4.239 : -+ Aﬁ#
20 1.2774 [1.2494 |1.632 1.561 1.596 1.277 |1.269 |0.000 [1.062 |1.475 +ﬁ-ﬁ++ ++
21 -2.068 |-1.725 |4.275 |2.974 |3.566 -2.068 |-3.075 |1.824 |-3.188 |-2.963 % iji—*'
H H H H H 22 0.5142 [-1.273 |0.264 ]1.620 |-0.655 |0.514 |0.278 |2.404 |0.093 |0.463 10- i ﬁ_‘ 77, —— lower
In many s.ltuatlons a direct proporthn is asserted between y and X. The e s 11010 T1ea1 losse T1e1s Tom0 7 i e
computation of the line of best fit (which passes through (0,0) follows a 24 1.0837 [1489 [1.174 [2217 [1.614 [1.084 [1.017 |0.223 |0.816 |1.218 - +tj%;_ gl e it
Similal’ al’gument to the one above 25 2.6187 [5.8698 |6.858 |34.455 |15.371 |2.619 |3.010 |8.176 |2.766 |3.255 + "
: 26 2.4895 (2.6357 |6.198 6.947 |6.562 2.489 |2.843 |0.043 |2.602 |3.083 5 T #_ : RN + data
27 -0.801 |-1.254 |0.641 1.572 1.004 -0.801 |-1.430 |0.031 [-1.578 |-1.282 + Tt E': + —— Linear (data)
N 23 1.0392 |-1.065 |1.080 1.133  |-1.106 1.039 |0.959 |4.096 [0.759 |1.159 4 ﬁ
2 B
S = Z(y' - mXI ) 29 -1.34 [-4.419 |1.795 19.523 |5.920 -1.340 |-2.130 |5.238 |-2.263 |-1.997 at +
=y 30 -2.071 |-1.926 |4.288 [3.710 |3.988  [-2.071 |-3.079 [1.330 [-3.192 |-2.967 10,000 5.000 Aot T Sdoo 10.000 15.000
31 2.4463 |2.51 5.984 6.300 6.140 2.446 |2.787 |0.076 |2.547 |(3.026 + - _HFF ‘i +
32 0.6206 [1.7709 |0.385 |3.136 1.099 0.621 |0.416 |1.836 |0.228 |0.604 + 7 +
as N 33 0.5346 |-1.128 |0.286 1.272 |-0.603 0.535 |0.304 |2.050 |0.118 |0.490 4/71 ‘-é'é
e 22( yi — mXI )(—XI ) 24 2.4905 (6.8804 |6.203 |47.339 |17.136 |2.491 |2.844 |16.293 |2.603 |3.085 ++
am i—1 35 1.8813 |2.5584 [3.539 6.546 4.813 1.881 |2.053 |0.256 |1.829 |2.276
I 36 1.4164 (3.8362 |2.006 14.717 |5.434 1.416 |1.449 |5.698 [1.239 |1.660 .
as N 37 3.2404 (3.5318 |10.500 |12.474 |11.444 |3.240 |3.818 |0.082 |3.556 |4.079 ’ X
—=0=> Z X; (y| - mxi) =0 32 2.6233 [2.9017 |6.882 [8.420 [7.612 [2.623 [3.016 |0.013 [2.772 [3.261
= - K N 3 - . . X . .
am 1 39 1.2671 |2.9387 |1.606 8.636 3.724 1.267 |1.255 |2.834 |1.049 |1.462
N N
. 2 _ i oy = . ) - - .
. in Yi— mz X =0 Line of best fit y = 1.26x Line of best fit (or ‘linear regression’) analysis
i=1 i= 20 Am =0.0853, r = 0.916 can be clearly demonstrated using a computer
Xy i ' spreadsheet package such as Microsoft Excel.
m== The product moment correlation coefficient is the same
X as before but the standard deviation in m is slightly 15} g In the above example, the gradient and vertical intercept
different since only one parameter is used in the values are manually computed, and compared to the
computation of s (i.e. m). 10! | built-in trendline function.
S 1
AM= — —— > 5 ]
JN «N [X]
13 2 Or )
s= [——=>(y,-mx,
N_1Z (y; —mx;)
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