Expectation, Variance, Skew, Kurtosis (and Covariance) are statistical measures which help characterize the probability distribution associated with a random variable.

Expectation (or “mean” value) u = E[X]
For many distributions, the mean value of a random variable x
corresponds (or is near to) the maximum of the probability

distribution plotted vs x

E[X]= =Y xP(x)

E[X]=pu= j: xp(X)dx

Discrete e.qg. Continuous e.g.
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In summary, if X,Y,Z... are independent (i.e. uncorrelated) random variables i.e. Cov[X,Y] =0

V[aX +bY +cZ +d]=a’V[X]+b*V[Y]+cV[Z]

If random variables X,Y are both independent and normally distributed, then X+Y is

also normally distributed

The same is true for aX+b

X~N(IUX’O-)2() X~N(y,0'2)
Y ~ N(x,07) u=E[X], o®=V[X]
aX + BY ~ N(au, + pu,,+a’c: + i) axX +b~ N(au +b’c?)

Expectation of a linear combination of random variables

E[aX +bY +¢cZ +....+d]=aE[X] +bE[Y]+CcE[Z]+....+d

Covariance is proportional to the correlation between
two random variables. If it is zero, there is no correlation
and the variables are said to be independent—_,

... Which also means
Cov[X, Y] =E[(X= )Y = 4,)] P(X,Y)=P(X)P(Y)
uy =E[X]

u =E[Y] /

AP Cov[X,Y]=0
oV[X,Y1=E[XY]— 1, 14, =[E[XY]=E[X]xE[Y]]

Variance o” =V[x] is a measure of spread
of a random variable about the mean z = E[X]

V[X]=E[(x —;1)2}=E[x2 —2uX + 1]

V[X]=E[X?]-24E[X]+ i*
V[X]=E[X*]-x’

Discrete

VIX]=> x*P(x) — 1’

V[x] =j: X2 p(X)dx — 12

Continuous

V[aX +bY]=a?V[X]+b?V[Y]+2abCov(X,Y)

Cov[X,Y]=0=V[aX £bY]=a’V[X]+b*V[Y]

If two random variables are independent, and both derive from a Poisson Distribution

Proof

X ~Po(A), ~Po
( ) y (,u) Start by proving that the

M (x,t) = E["]

MGF of the sum of two
random variables is the

X+Yy~Po(A+ u)

M (X +y,t) = E[e""']=M (x,t)M (y,1)

product of their MGFs

The MGF for a Poisson distribution is:

M (x,t) =e**

Skew T gt
skew[x]:y:EKX‘ﬂj }: [x’]1- uo' —p
O

Hence: M (X + y1t) _ el(e‘ —1) « e,u(e‘ ,1) —k

(A p)(e' 1)

“Asymmetry of a
distribution about  °*

o the mean”

Kurtosis

kurt[x]:EKX_”ﬂ—s

o

“Fatness of tail”
i.e. propensity for
extreme values

4 3 2 2 3 4
kurt[x] = E[x']-4uE[X]+6u 4E[X -4 E[X]+ 4"
o

47 3 2 27 4
kurt[x] = E[x"]-4uE[x ]4;6;1 E[x]-3u 3
(o

3

MGF = Moment Generating Function

i.e. the MGF
of a Poisson Distribution
of mean (and variance)

A+u
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