
The Central Limit Theorem* states that, if the 

number of elements n in a sample are large enough, 

the distribution of sample means 

will tend to a Normal distribution

Note the form of the population distribution 

doesn’t matter! For large n (typically 30 seems

to be the agreed minimum) we can determine a 

confidence interval for population mean  based

upon sample data.
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Unbiased estimators

In statistics we often endeavour to infer a parameter of a overall 

population from a sample i.e. a finite selection

of data. This is the basis of experimental science (we make a 

measurement and then try and compare it to theoretical or 

agreed values) and indeed the concept of opinion polling.

We shall restrict ourselves to two important statistical

parameters: the population mean  and standard deviation 
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If                        the probability of 

a random variable having value 

between x and x+dx is given by 

p(x)dx, where:
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* http://www.eclecticon.info/index_htm_files/stirling_and_poisson.pdf
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The sample mean is therefore an unbiased estimator of the 

true population mean.
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So an unbiased estimator of the

population variance is:
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Note this can also be written as:
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From the definition 

of variance:

First we define a random variable

which will be distributed by N(0,1) 2

x
z
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We then find the z limits such that

a is the ‘significance level’ e.g. 0.95.
Note this is called a ‘two tail test’ as the sample mean could be either 

side of the true mean.  A one-tail test would be                         or
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Confidence

limits for the 

population mean are 

therefore:
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This is a ‘g-test’ for

the population mean . 

‘g’ meaning ‘Gaussian.’

The Error Function

A Special Function

which is readily evaluated

in computer software like

MATLAB.

i.e. variance
2 /s n

Let us firstly consider the expected value of the sample mean

 
1 1

1 1 1
[ ]

n n

i

i i

E x E x n
n n n

  
= =

= = = = 

   ( )

( )

2
2

22 2 2[ ] [ ]

i i i

i i i

V x E x E x

E x V x E x  

 = − 

  = + = + 

   ( )  
2

2 2

2 2 2

1 1

2 2 2 2

2 2
1 1

2

2 2

1 1

1 1
[ ]

n n

i i

i i

n n

i

i i

E x V x E x V x

E x V x V x
n n

E x V x
n n

E x
n



 

  




= =

= =

  = + = + 

   
  = + = +     

   

  = + = + 

  = + 

 

 

Hence:

2 2[ ...] [ ] [ ] ...V Ax By A V x B V y+ + = + +

Assuming sample 

values are 

independent 

random variables
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William “Student” 

Sealy Gosset 1876-1937

Worked for Guinness and 

was educated at 

Winchester College

Of course it may not be possible to obtain thirty or more samples. What then? William “Student” Sealy Gosset developed the t-test. It follows a very similar recipe

to the ‘g-test’, but involves a generalization to the standard Normal distribution. The t-distribution actually tends to N(0,1) when n becomes large. This is where the

practical limit of n = 30 is determined. Beyond this number it is difficult to distinguish the distributions.
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MATLAB   
tcdf(t, n) MATLAB   

tinv(t, n)

MATLAB   
tpdf(t,n)

MATLAB   gamma(x)

We want  to find the t limits such that

a is the ‘significance’ e.g. 0.95.

( )* *
P t t t a−   =

MATLAB   

tcdf(t,)

t-distribution

( )1 ,t P n−= 

MATLAB   tinv( P, n)

Confidence limits for the population mean are therefore:

This is a ‘t-test’ for

the population mean .

Note:  To use a t-distribution one

must also assume the population distribution is 

Normal. If this is unknown a priori, then a test for 

‘Normality’ should be performed on a suitable sample 

of data, before a t-test is used. e.g. a Kolmogorov–

Smirnov (KS) ‘nonparametric’ test.

If the sample size n is large enough, then

the Central Limit Theorem means the ‘g-test’ is 

applicable to samples from all population distributions.
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Data sample consists of            elements
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37.6817  42.3868  35.9294  36.4325  41.9658

49.6632  38.1517  43.8569  40.8721  47.5868

Worked example:

Data generated from a Normal distribution with mean  = 42 and standard deviation  = 5

Unbiased mean estimate
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Significance level 0.95a =

‘g-test’ confidence limits
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‘t-test’ confidence limits
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Hence hypothesis that population mean is

Note the

t-distribution has 

‘fatter tails’ than the 

standard Normal 

distribution

42 =
passes the ‘g-test’

Hence hypothesis that population mean is 42 =
passes the t-test

The idea of the confidence interval is essentially:

“Based upon a data sample, what range of values to we 

expect the population mean to be within?

If we hypothesize a value for the population mean (e.g. from

some theoretical calculation or prior knowledge) then our 

confidence interval forms the basis of a test of the hypothesis.

Note: Population distribution is assumed to be Normal
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MATLAB   tinv( P, )

( )1
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function t = tinv_calc(PHI,N)

v = N-1; %Degrees of freedom of 

         % t-distribution

i = find(PHI<0.5); PHI(i) = 1 - PHI(i);

y = betainc( 1, v/2,0.5 ) - (2*PHI-1);

x = betaincinv(y, v/2, 0.5 );

t = sqrt( v./x - v ); t(i) = -t(i);
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Incomplete beta function

http://www.eclecticon.info/

	Slide 1
	Slide 2
	Slide 3
	Slide 4

