Moment Generating Functions (MGF)

An elegant way to determine the mean, variance
(and indeed measures such as skew and
kurtosis) of a probability distribution is via a MGF
M,(t), which is particular to the probability
distribution of a random variable X.

Firstly define the expectation E[x], i.e. the mean x
value of a distribution

E[X] = =3 xP(X) E[x]=p = xp(x)dx
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Define the MGF, where only X is the random variable
M, (t) = E[e"]
M (t) = E[1+tX+ & (tx)* + & (x)° +..]
M (t) =1+tE[X]+ L °E[X*] +....

Using a
Maclaurin
Expansion

Hence:

Epxr]= M0 8“M (t)
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i.e. not in terms of
a sum or integral
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The Moment Generating Function for
the Binomial Distribution is:

M, (t) = E[e"]

N N
Mx(t)=Ze“[ij*(1— p)"

NN »
Mx(t)=2(xj(pet) (1-p) N
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The MGF allows us to calculate the
expectation and variance of the Binomial
Distribution rather efficiently

E[x]= @

Binomial expansion
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V[x]= —(E[x])" = Np(L- p)
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The method generalizes for other distributions:

* Substitute the probability distribution into the
definition of M (t) = E[e*]

* Attempt to find a closed form expression (i.e.
use a summation formula or evaluate an integral
depending if the distribution is discrete or
continuous)
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Variance
If we can compute a closed, and t
differentiable, form of M,(t), then this V[x]=c"
representation makes the computation of
variance, skew and kurtosis statistical
measures significantly easier than Skew
more direct methods! skew[x]
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M, (t) = exp(ut+30°t?)

E[x]=u
V[x]=0c’
Kurtosis

“Fatness of tail”
i.e. propensity for
extreme values

kurt[x] = Eli(x ”j:l 3
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kurt[x] = n
o

E[x*]-4uE[Xx*]+ 6 E[x*]-3u"

4
(e

kurt[x] = -3

Mathematics topic handout: Probability & Statistics — Moment Generating Functions Dr Andrew French. www.eclecticon.info PAGE 1



http://www.eclecticon.info/

